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UNIT I - VECTOR SPACES
\Vector Spaces- Subspaces-Linear combinations and linear system of equations-Linear independence and linear
dependence-Bases and Dimensions.

(1,—-2,1) and v, = (=2,—1,1) in R3

PART- A
Bloom’s
Q.No Question Taxonomy| Domain
Level
1. |Define Vector Space BTL-1 |Remembering
2. |Define Subspace of a vector space BTL-1 |Remembering
3. |What are the possible subspace of R? BTL-1 |Remembering
4. |Ina Vector Space V (F) if av=0 then either a=0 orv=0 prove. BTL-2 |Understanding
5 Is {(1,4,-6),(1,5,8),(2,1,1),(0,1,0)} is a linearly independent subset of R3 ? Justify | BTL-2 |Understanding
" lyour answer
6. |State Replacement Theorem BTL-3 |Applying
7. |Ina vector Space V(F),prove that Ov=0, for all v € VV BTL-3 |Applying
8 Write the vectors v = (1,—2,5) as a linear combination of the vectors BTL-2 [Understanding
ok =(1,11),y=(123)and z = (2,—1,1)
9. |What is the Dimension of Max(R) ? BTL-3 |Applying
10 Determine whether the set W={(a,,a,,a;)eR3:a,+2a,-3a;=1} BTL-2 |Understanding
" lis a subspace of R3 under the operations of addition and scalar multiplication.
11 Determine whether w = (4,—7,3) can be written as a linear combination of v, = BTL-2 |Understanding
" |(1,2,0)and v, = (3,1,1) inR3
12 For which value of k will the vector u = (1,—2, k) in R3 be a linear combination of BTL-3 |Applying
" the vectors v = (3,0,—2) and w = (2,—1,5)?
13. |Define Infinite dimensional vector Space BTL-2 |Understanding
Point out whether the set W, = {(a;,a,,a3) € R®: a; —4a, —a; = 0}isa BTL-4 |Analyzing
14. |subspace of R3 under the operations of addition and scalar multiplication defined
on R3
15 {EW is a Subspace of the Vector Space V(F) prove that W must contain O vector in BTL-4 |Analyzing
16. Point out whether w = (3,4,1) can be written as a linear combination of v, = BTL-4 |Analyzing
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17. |What are the possible subspaces of R® BTL-4 |Analyzing
18. Show that the vectors {(1,1,0),(1,0,1) and (0,1,1)} genarate R3 BTL-3 |Applying
If vi,v2 € V(F) and a1, 02 € F.Show that the set {v1,v2, a1vi+ a2v2} is linearly BTL-4 |Analyzing
19. dependent
20. [Test whether S={(2,1,0), (1,1,0),(4,2,0)} in R?® is a basis of R*® over R BTL-5 [Evaluating
21. |Define finite dimensional Vector Space BTL-1 |Remembering
29 |Isv =(2,-5,4) alinear combination of (1,-3,2) and (2,-1,1) in R3(R) ? BTL-2 |Understanding
23 |Define linear span BTL-1 |Remembering
24 |Show that the set S= {(0,1,0), (1,0,1) and (1,1,0)} in R3is a basis over R BTL-3 |Applying
o5 [Define linear combination of vectors BTL-1 |Remembering
PART-B
Determine whether the following set is linearly dependent or linearly BTL-3 |Applying
1. | 1 0y /0 -1\ /-1 2 2 1
mdependent(_2 1), (1 1 ) ( 1 0) and (2 _2) generate M., (R) |
If x, y and z are vectors in a vector space V suchthat x + z = y + z, BTL-5 [Evaluating
9 then prove that x = y
" i) The vector 0 (identity) is unique
ii) The additive identity for any x € V is unique
3 Show that the set ,S={(1,3,-4,2),(2,2,-4,0),(1,-3,2,-4),(-1,0,1,0)} is linearly BTL-4 |Analyzing
" |dependent of the other vectors
4 Determine whether the following subset of vector space R3(R) is a subspace BTL-5 [Evaluating
" Wi={((ay,a,,a3): 2a;-7a+az=0}
5 Illustrate that set of all diagonal matrices of order n x n is a subspace of the vectorj BTL-4 |Analyzing
" [space M, (F), where M,,,., is the set of all square matrices over the field F
5 Evaluate that W, = {(a,,a,, ...a,) € F*;a, + a, + -+ +a, = 0} is a subspace of | BTL-2 |Understanding
" F*and W, = {(a;,ay, ...a,) € F*;a; + a, + --- +a, = 1} is not a subspace
7. |lllustrate that the vectors {(1,1,0),(1,0,1),(0,1,1)} generate R> BTL-5 [Evaluating
8. |Determine the following sets { 1-2x-2x?, -2+3x-x?, 1-x+6x%} are bases for Po(R) | BTL-3 |Applying
. 1 1y (1 1y ¢1 O 0 1 BTL-2 [Understanding
9. |Analyze that the matrices (1 0),(0 1), (1 1) and (1 1) generate M, (R)
Identify whether the set {x3 + 2x2, —x? + 3x + 1,x3 — x? + 2x — 1}in P;(R) is | BTL-3 |Applying
10. linearly independent or not
11. |Determine the following sets { 1+2x-x2, 4-2x+x?, -1+18x-9x?} are bases for P2(R)| BTL-3 |Applying
12. |lllustrate that the set {1, x, x?, .... x™} is a basis for P, (F) BTL-3 |Applying
13 Determine whether the set of vectors { (1,0,0,-1),(0,1,0,-1),(0,0,1,-1),(0,0,0,1)} is | BTL-3 |Applying
" pbasis for R*
Determine the basis and dimension of the solution space of the linear BTL-3 |Applying
14, _ _ -
homogeneous system Xx+y-z=0,-2x-y+2z=0,-x+z =0.
15 Determine x so that the vectors (1,-1,x-1),(2,x,-4),(0,x+2,-8) are linearly dependent| BTL-3 |Applying
" loverR
16. Whether the sets { 1-2x-2x?, -2+3x-x?, 1-x+6x°}are bases for P2(R) BTL-5 |[Evaluating
17 Determine whether the set of vectors Xi1=(1,0,-1), X2=(2,5,1),and X3=(0,-4,3) is a BTL-3 |Applying

basis for R3
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The set of solutions to the system of linear equations X1-2Xo+X3=0, 2X1-3X2+X3=0 iSa| BTL-4 |Analyzing
18. 3 ; .
subspace of R*Find a basis for this subspace.
PART-C
1 Determine whether the vectors vi=(1,-2,3),v>=(5,6,-1),vs=(3,2,1) formalinearly | BTL-4 |Analyzing
dependent or linearly independent set in R®.
2  |Prove that the upper triangular matrices form a subspace of Mmxn(F). BTL-4 |Analyzing
3 Decide whether or not the set S = {x3 + 3x — 2,2x? + 5x — 3,—x? — 4x + 4} isa| BTL-2 |Understanding
basis for P, (R)
4  |Determine whether the set of vectors X1-(1,1,2), X»=(1,0,1),and X3=(2,1,3) span R® | BTL-3 |Applying
] Determine whether the vector ((1) (1)) is in the span of BTL-4 |Analyzing

UNIT Il LINEAR TRANSFORMATION AND DIAGONALIZATION
Linear transformations —Null space-Range- Matrix representation of a linear transformation- Eigen values and Eigen
vectors —Diagonalization

is linear

PART -A

Q.N Bloom’s

6 Question Taxonom| Domain

y Level

1. | Define linear transformation of a function BTL-3 |Applying

2. |IfT:V > W be alinear transformation then prove that T(—v) = —v forv € V BTL-3 |Applying

3 If T:V - W be a linear transformation then prove that T(x — y) = x — y for all BTL-3 |Applying

" |x,yEV
4. | Prove that the transformation T is linear if and only if T(cx + y) = cT(x) + T(y) BTL-3 |Applying
5 Ilustrate that the transformation 7: R? — R? defined by T(a,, a,) = (2a, + a,,a,) | BTL-2 |Understanding

4 1

Evaluate that the transformation T: R® — R? defined by BTL-5 [Evaluating
6. . .
T(x,y,z) = (x,0,0) a linear transformation.
7 Describe explicitly the linear transformation T: R?> — R?such that T(2,3) = BTL-1 |Remembering
" | (4,5)and T(1,0) = (0,0)
8 Illustrate that the transformation T: R? — R3defined by BTL-2 [Understanding
" | T(x,y) = (x+1,2y,x + ) is not linear
9 Is there a linear transformation 7: R® — R3such that T(1,0,3) = (1,1) and BTL-5 [Evaluating
| T(=2,0,—6) = (2,1)?
10. | Define null space . BTL-1 |Remembering
11. | Define matrix representation of T relative to the usual basis {e;} BTL-1 |Remembering
12. [Find the matrix [T]e whose linear operator is T(x,y) = (5x +y, 3x — 2y) BTL-2 [Understanding
13. [Find a basis for the null space of the matrix A = (i (2)) BTL-2 {Understanding
14. Define diagonalizable of a matrix with linear operator T. BTL-1 |Remembering
15 Find the matrix representation of usual basis {ei} to the linear operator T(x,y,z) = | BTL-2 [Understanding
12y +2z,x —4y,3x)
16. [Define Eigen value and Eigen vector of linear operator T. BTL-1 |Remembering
17. |State Cayley-Hamilton Theorem BTL-1 |Remembering
18. |Find the Eigenvalue of the matrix A = (1 1) BTL-2 {Understanding




19.

Find the matrix A whose minimum polynomial is ¢3 — 5t% + 6t + 8.

BTL-2

Understanding

20.

State the dimension theorem for matrices.

BTL-1

Remembering

21.

Define Range

BTL-1

Remembering

22.

\Write the properties of an Eigen vector

BTL-1

Remembering

23.

Find the Eigenvalue of the matrix A = (;L %)

BTL-2

Understanding

24,

1 2 =2
Find the sum and product of the eigenvalues of the matrix ( 1 0 3 )
-2 -1 -3

BTL-2

Understanding

25.

3 10 5

If 2 and 3 are eigenvalues of Az(—z -3 —4),find the third eigenvalue
3 5 7

BTL-3

Applying

PART -B

1. a)

For each of the following linear operators T on a vector space V and ordered basis
B,compute [T]g,and determine whether B is a basis consisting of eigenvectors of

T.V:RZ,,T(Z):(1170;—_1601719)’BZ{(%) ’ (g)}

BTL-3

Applying

1.b)

Let T: P,(R) — P;(R)be defied by T[f(x)] = 2f'(x) + f: 3f(t)dt. Prove that T
is linear, find the bases forN (T)and R(T). Compute the nullity and rank of T.
Determine whether T is one-to-one or onto.

BTL-2

Understanding

2.b)

Let T: P,(R) — P;(R)be defined by T[f(x)] = xf(x) + f'(x)is linear. Find the
bases for both N(T), R(T), nullity of T, rank of T and determine whether T is one
—to-one or onto

BTL-2

Understanding

Let T: R® — R3be a linear transformation defined by T(x,y,z) = (x + 2y — z,y +
z,x +y — 2z). Evaluate a basis and dimension of null space N(T) and range space
R(T) and range space R(T). Also verify dimension theorem

BTL-5

Evaluating

Find a linear map T: R® — R*whose image is generated by (1,2,0,-4) and
(2,0,-1,-3)

BTL-2

Understanding

Point out that T is a linear transformation and find bases for both N(T) and R(T).
Compute nullity rank T. Verify dimension theorem also verify whether T is one —
to-one or onto where T: P,(R) — P5;(R) defined by T[f(x)] = xf(x) + f'(x)

BTL-4

Analyzing

For each of the following linear operators T on a vector space V and ordered basis
B,compute [T]g,and determine whether [ is a basis consisting of eigen vectors of
T.V=P1(R),T(a+bx)=(6a-6b)+(12a-11b)x and p={3+4x,2+3x}

BTL-3

Applying

Let T:R? — R3 be defined by T(x,y) = (x + 3y,0,2x — 4y) . Compute the
matrix of the transformation with respect to the standard bases of R? and R3. Find
N(T) and R(T) . Is T one —to-one ? IST onto. Justify your answer.

BTL-4

Analyzing

Let T be the linear operator on R® defined byT(x,y,z) = (2x — 7y —4z,3x +y +
4z,6x — 8y + z) (i) Find the matrix of T in the basis { fi=(1,1,1), f.=(1,1,0)
f:=(1,0,0) and (ii) Verify [T]s [T]v =[T(v)]s for any vector veR?

BTL-2

Understanding

For the given matrix Evaluate all Eigen values and a basis of each Eigenspace .

1 -3 3
A=1|3 -5 3
6 —6 4

BTL-5

Evaluating

10.

1 00 1,0 0¢0O O
Let o=ty o)(o ol(i oo 1P
B={1,x,x?} and y={1} ,Define T:Max(F) > Mzx(F) by T(A)=AT- Compute [T]..

BTL-3

Applying




11.

Let T: p,(R) — p,(R) be defined as T(f (x)) = f(x) + (x + 1)f’(x) FInd eigen

values and corresponding eigen vectors of T with respect to standard basis of p,(R) .

BTL-5

Evaluating

12.

1 2

Let V be the space of 2X 2 matrices over R and let M:(3 4). Let T be linear

operator defined by T(A)=MA .Find the trace of T.

BTL-2

Understanding

Let V and W be vector spaces over F,and suppose that{v,, v, ..........1v,,} is a basis
13. ffor V, For wy, w; ... ... ....w, in W Prove that there exists exactly one linear BTL-3 Applying
transformation T:V — W such that T(v;) = w; fori=1,2,...n
Consider the basis S={v1,v2,vs} for R®where vi=(1,1,1) , v.=(1,1,0) and v3=(1,0,0).
Let T:R3> R? be the linear transformation such that T(v1)=(1,0), T(v2)=(2,-1) and .
14. T(v3)=(4,3) . Find the formula for T(x1,X2,X3), then use this formula to compute BTL-4 | Analyzing
T(2,-3,5)
6 -6 5
15. [Find the eigen values and eigen vectors of the matrix A =14 -13 10 BTL-3 Applying
7 -6 4
1 -3 3
16. |Diagonalise the matrix A =3 —5 3 ] using similarity transformation. BTL-4 | Analyzing
6 =6 4
For each of the following matrices A€ Mun(R) test A for diagonalizability and if
17 |As diagonalizatile tiLnd an invertible matrix Q and a diagonal matrix D such that BTL-5 | Evaluating
-1 — —
Q'AQ =D,A= (3 2).
2 1 -1
18 [Find the eigen values and eigen vectors of the matrix A = < 1 1 —2) BTL-3 Applying
=1 1-2 1
PART-C
Let T be a linear operator T'(a, b, c) = (—4a + 3b — 6¢,6a — 7b + 12¢,6a — 6b + .
1 11c), B be the ordered basis then find [T]; which is a diagonal matrix BTL-2 | Understanding
_ (1 4 . . ] .
5 Let A= (3 2) Point out all eigen values of A and corresponding Eigen vectors BTL.-3 Applying
find an invertible matrix P such that P*AP is diagonal.
For each of the following matrices A€ Mnxn(R) test A for diagonalizability and if
A is diagonalizable find an invertible matrix Q and a diagonal matrix D such that
3 3 1 1 BTL-5 | Evaluating
Q'AQ :D,A:( 2 4 2)
. . -1 -1 1
Let T: R® — R* be defined by T(x,y,z) = (2x — y, 3z) verify whether T is linear i .
4 or not. Find N(T) and R(T) and hence verify the dimension theorem BTL-3 Applying
10 -2 -5
5 |Diagonalise the matrix A = (—2 2 3 ) using similarity transformation BTL-4 | Analyzing
-5 3 5




UNIT 111 -INNER PRODUCT SPACE

Inner product and norms - Gram Schmidt Orthonormalization process - Orthogonal Complement - Least
square approximation.

PART -A
Bloom’s
NQO' Questions Taxonomy [Domain
' Level
1. | Define inner Product Space and give its axioms. BTL-1 Remembering
2. | Define orthogonal BTL-1 Remembering
3. | Find the norm of v = (3,4) € R? with respect to the usual product. BTL-2 Understanding
4. | Inc([0,1Dlet f(t) = t, g(t) = ef Evaluate < f, g >. BTL-5 Evaluating
If x,y and z are vector of inner product space such that < x,y > =< .
> X, Z >ythen prove thaty = z. i i g BTL-3 Applying
6. [Normalize u = (2,1, —1) in Euclidean space R?. BTL-2 Understanding
Prove that the norm in a inner product space satisfies ||v|| = 0 and ||v|| = 0 _
7. | ifand only if v =0. BTL-3 Applying
- — 5 -
8. Emd the norm of v = (1,2) € R*with respect to the inner product < u,v > BTL.2 Understanding
= X1Y1 — 2X1Y2 — 2X2)1,
9. | Define unit vector BTL-1 Remembering
10.| Let S={(1,0,i)(1,2,1)} in ¢3 Pointout S+ BTL-4 Analyzing
11.| Let W=span ({i,0,1}) in c¢3 find the orthonormal bases of w and w+ BTL-2 Understanding
12.| What is an adjoint of linear operator. BTL-3 Applying
13, Lez T_be a linear operator on v, is an orthonormal basis then prove that BTL-3 Applying
[T"15=[T1p
14.| Let Sand T be linear operators on V then prove that (S 4+ T)*=S*+ T~ BTL-3 Applying
15, Let V=R?,T(a,b)=(2a+h,a-3b) x=(3,5) find T*at the given vector in V, when BTL-2 Understanding

T is a Linear operator.

Let V be avector space of polynomials with inner product defined by
16.| < f(x),9(x) > = [] FG)gC)da If f(x) = x* + x — 4, g(X)=x-1, BTL-3 Applying
thenfind < f,g>

Let g:v — f bethe linear transformation ,find a vector y such that

17 g(x)=< x,y > for all xév such that V=R?3 g(a,, a,, a;)= a, — 2a, + 4a; BTL-2 Understanding
18.| Show that I*=I for every u,ve€ v BTL-3 Applying
19.| Define orthonormal. BTL-1 Remembering
20.| What is an adjoint of linear operator. BTL-3 Applying
21.| Define norm or Length of a function BTL-2 Remembering
2o | Find the norm of v = (3,—4,0) € R*(R) with the standard inner product BTL-2 Understanding
- = - ——
23 Find the \_/alue of x so that (x,-3,-4) and (x,-X,1) are orthogonal in R> with BTL-2 Understanding
standard inner product
: - —— -
o E:ggjsf distance between the vectors (7,1),(3,2) in R* with standard inner BTL-2 Understanding
og | Find the norm of v = (—2,5) € R?* with respect to the usual product. BTL-2 Understanding

PART-B




Let V be an inner product space. Prove that

@) llx £ yll> = llx]|? + 2R < x,y > +||y||*for all X, y € V, where R <
x,y > denotes the real part of the complex number < x,y >.

(b) Hixll = llyll1> < llx — yll for all x, y € V.

BTL-3

Applying

Let V be an inner product space, for x, y, z € V and Ce F, checkwhether the
following are true.

(1 <x,y+z>=<xy>+<x,z>

(i) <x,cy>=c<x,y>

(i) <x,0>=<0,x>=0

(iv) < x,x > = 0ifand only if x=0.

(v) <x,y >=<x,z > forall xeV then y=z

BTL-4

Analyzing

In C([0,1]), let f(t) =t and g(t) = et. Compute< f, g >, lIfl, llgll and
Ilf + gll. Then verify both the Cauchy-Schwarz inequality and the triangle
inequality.

BTL-4

Analyzing

Let P, be a family of polynomials of degree 2 atmost. Define an inner
product on P>

As < f(x),g(x) >= [ f(x)g(x)dx . Let {1,x, x2} be a basis of the
inner product space P> . Find out an orthonormal basis from this basis.

BTL-5

Evaluating

Evaluate by the Gram Schmidt Process to the given subset S =
{(1,-2,-1,3),(3,6,3,—1),(1,4,2,8)} and x = (—1,2,1,1) of the inner
product space V = R* to obtain an orthogonal basis for span(S). Then

normalize the vectors in this basis to obtain an orthonormal basis 3 for
span(S), and compute the Fourier coefficients of the given vector relative to

B

BTL-5

Evaluating

Apply the Gram-Schmidt process to the vectors u1=(1,0,1) , u2=(1,0,-1),
us=(0,3,4) to obtain an orthonormal basis for R3(R) with standard inner
product.

BTL-4

Analyzing

Evaluate byapplying the Gram Schmidt Process to the given subset with the

inner product < f(x),g(x) > = folf(t)g(t)dt,s ={1,x,x?},

and h(x) = 1 + x .of the inner product space V = P,(R) to obtain an
orthogonal basis for span(S). Then normalize the vectors in this basis to
obtain an orthonormal basis B for span(S), and compute the Fourier
coefficients of the given vector relative to .

BTL-2

Understanding

Let V=C({-1,1}) with the inner product < f,g > = f_llf(t)g(t)dt, and let
W be the subspace P,(R), viewed as a space of functions. Use the
orthonormal basis obtained to compute the “best”(closet) second degree
polynomial approximation of the function h(t)=et on the interval [-1,1]

BTL-2

Understanding

Compute < x,y > for x=(1-i,2+3i) and y=(2+1i,3-2i)

BTL-3

Applying

10.

For each of the sets of data that follows, use the least squares
approximation to find the best fits with both (i) a linear function and
Compute the error E in both cases. {(-3, 9), (-2, 6), (0, 2),(1, 1)}

BTL-2

Understanding

11.

Consider thesystemx + 2y — z = 1; 2x+3y +z = 2; 4x + 7y —
z = 4; find the minimal solution

BTL-2

Understanding




12.

For each of the following inner product spaces V and linear operators Ton
V, evaluate T* at the given vectorin V.V = R?,T(a,b) + (2a + b,a —
3b),x = (3,5)

BTL-5

Evaluating

13.

Let V be an inner product space, and let T and U be linear operators on V.
then verify(a) (T+U)*=T*+U*; (b) (cT)*=c T* forany c € F; (c) (TU)* =
U*T*(d) T**=T; I* = |

BTL-4

Analyzing

14.

For each of the sets of data that follows, use the least squares approximation
to find the best fits with linear function and Compute the error E in both
cases.{(-2, 4), (-1, 3), (0, 1), (1, -1), (2, -3)}

BTL-4

Analyzing

15.

Find the minimal solution to the following system of linear equation x+2y-
z=12

BTL-3

Applying

16.

Let P, have the inner product < p,q > = f_llp(x)q(x)dx . Find the angle

between p and ¢, where p=x and g=x? with respect to the inner product on
Pa.

BTL-4

Analyzing

17.

Let x=(1,1,0),y=(1,-1,1),z=(-1,1,2) be the vectors in F* obtain the
orthonormal set

BTL-4

Analyzing

18.

Using least square approximation determine the best linear fit for the data

BTL-2

Understanding

{(1,2),(2,3),(3,5),(4.7)}
Part-C

Let x = (2, 1+i, i) and y = (2-i, 2, 1+2i) be vectors in C3. Compute
< x,y >.|lx|l, [yl and ||x + y||. Then verify both the Cauchy Schwarz
inequality and the triangle inequality.

BTL-1

Remembering

Find the minimal solution of to the following system of linear equations
X+2y+z =4  X-y+2z=-11 x+5y=19

BTL-3

Applying

Let A and B be n X n matrices. Then prove that (a) (A + B)* = A* + B*
(b) (cA)* = cA* forall c € F (c) (AB)* = B*A*(d) A**=A (e) I* =

BTL-3

Applying

For each of the following inner product spaces V and linear operators T on
V, evaluate T* at the given vectorin V.V = P;(R)with< f,g > =

[ f®g®de.T(f) = f + 3f, f(t) = 4- 2t

BTL-5

Evaluating

Find Least square solution to the inconsistent system x+5y=3,2x-

2y=2,x+y=5.Also find the least square error.

BTL-3

Applying

UNIT IV-NUMERICAL SOLUTION OF LINEAR SYSTEM OF EQUATIONS
Solution of linear system of equations — Direct method: Gauss elimination method — Pivoting
— Gauss-Jordan method - LU decomposition method — Cholesky decomposition method - Iterative methods:

Gauss-Jacobi and Gauss-Seidel.

PART- A
Q Bloom’s
) Question Taxonomy Domain
No
Level
1. [State the order and condition for Convergence of Iteration method. BTL -2 Understanding
o [State the principle used in Gauss Jordon method. BTL -2 Understanding
3 [Solve the following equations by Gauss Jordan method x +y=2,2x+3y=5 BTL -3 Applying




4. (Solve by Gauss Elimination method 2x + 3y = 5 and 3x-y=2 BTL -2 Understanding
Distinguish the advantages of iterative methods over direct method of solving BTL -4 Analvzin
5. a system of linear algebraic equations. yzing
6. |Solve by Gauss Elimination method 2x +y = 3 and 7x-3y=4. BTL -3 Applying
7 |Compare Gauss Elimination, Gauss Jordan method. BTL -4 Analyzing
State the condition for the convergence of Gauss Seidel iteration method for .
8. Isolving a system of linear equation. BTL -2 |Understanding
9. [Compare Gauss Seidel method, Gauss Jacobi method. BTL -4 Analyzing
\Which of the iterative methods is used for solving linear system of equations .
10. it converges fast? Why? BTL -1 |Remembering
11, [Compare Gauss Seidel method, Gauss Elimination method. BTL -4 Analyzing
\Write down the condition for the convergence of Gauss Jacobi iteration .
12. method for solving a system of linear equation. BTL -2 |Understanding
13 (Solve by Gauss Elimination method 5x -2y = 1 and 4x+28y=23. BTL -4 Analyzing
14 [Write a sufficient condition for Gauss Seidel method will converge BTL -3 Applying
15. Write the necessary conditions for Cholesky decomposition of a matrix. BTL-1 |Remembering
16. [Find the Cholesky decomposition of (; 120) BTL-2  |Understanding
17. (Give two indirect methods to solve a system of linear equations. BTL-2  |Understanding
18. |Define LU decomposition method BTL-1  |Remembering
19. [Solve by Gauss Elimination method 4x -3y = 11 and 3x+2y=4. BTL -2 Understanding
o0 [Solve by Gauss jordan method 2x +y = 3 and 7x-3y=4. BTL -2 Understanding
o1 (State the principle used in Gauss Jordan method. BTL -1 Remembering
2o (Solve by Gauss Elimination method x +y = 2 and 2x+3y=5. BTL -4 Analyzing
o3 (State a sufficient condition for Gauss Seidel method will converge. BTL -1 Remembering
o4 (Solve by Gauss Elimination method x -2y = 0 and 2x+y=5. BTL -4 Analyzing
25. What type of eigen value can be obtained using power method? BTL-3 Applying
Part-B
Solve by Gauss Elimination method 3x +y-z=3;2x-8y+z=-5;
1 BTL -3 Applying

X-2y+9z=8
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Solve by Gauss Jordan method 10x + y+z =12 ; x+10y + z =12 ; X +y

2 1+10z =12 BTL -3 Applying
3 [Solve by Gauss Jacobi method 14x -5y =5.5 ; 2x +7y =19.3. BTL -3 Applying
Apply Gauss Seidel method to solve system of equations
4 BTL -3 Applying
"[lOx—-5y-2z= 3; 4x-10y+3z =-3 ;x+6y+10z=-3
. iglve by Gauss Elimination method 2x + 4y+z =3 ; 3x +2y -2z =-2 ;X -y + Z BTL.2 Understanding
Solve by Gauss Jacobi method 8x -3y +2z =20 ; 4x +11y -z = 33 ; 6x +3y + :
6 BTL-2 Remembering
" 12z = 35.
¥ 2 2 Understandi
7. [Find the Cholesky decomposition of the matrix |-2i 10 1— i] BTL -2 hderstanding
2 1+4i 9
8. gglzs by Gauss Jordan method 10 x+y+z=12;2x+ 10y +z=13;x+y + BTL -3 Applying
Solve by Gauss Elimination method x + 5y +z =14 ; 2x + y + 32 = 13 ;
9 BTL -3 Applying
| 3x+y+4z =17
Apply Gauss seidel method to solve system of equations
10 _ _ BTL -3 Applying
"X—2y+5z=12; 5x+2y -z =6;2x+6y-3z=5 (Do up to 6 iterations)
" iigve by Gauss Elimination method 6x -y+z =13 ;x+y+z=9;10x +y -z BTL -3 Applying
By Gauss seidel method to solve system of equations
12 BTL -4 Analyzing
"X+ y+54z =110; 27x + 6y —z = 85; 6X + 15y — 27 =72.
Solve by Gauss Elimination method 3x + 4y+5z = 18 ; .
13 BTL -3 Applying
"2x -y +8z=13;5x -2y + 72 =20
Solve by using Gauss-Seidal method
14 BTL -5 Evaluating
"Bx—3y+2z=20, 4x+11y—2z=33, 6x+3y+12z=35 .
4 20 —i _
15, [Find the Cholesky decomposition of the matrix ( —2i 10 1 BTL -2 Understanding
[ 1 9
Apply Gauss Seidel method to solve system of equations 8x +y +z =8 ; .
16 BTL -3 Applying
"12x-0y+3z =-3;x+6y+10z =-3
Solve by Gauss Jacobi method 10x -2y -2z =6 ; -x -10y -2z =7 ; .
17. BTL -5 Evaluating

X -y + 10z = 8.
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Solve by Gauss Jordan method 4x -y - z =-7 ; X - 5y + z =-10;

18. _ BTL -5 Evaluating
X+ 2y + 6z =9.
Part-C

. EOSI\Z/e:Yby Gauss Jordan method 10 x+y+z=12;2x+10y+z=13;x+Yy BTL -2 Understanding

, _SZoI:vze by Gauss Elimination method 3x — y+ 2z = 12 ; x+2y +3z =11 ; 2x -2y BTL -2 Understanding
Solve the system of equations using Cholesky decomposition 4x1 —X2-x3 =3; BTL -5 Evaluating

3 _ : _
X1+4Xo-X3 = -0.5; -X1-3X2+5x3 = 0.

. Solve the Imea_tr_system 6x +18y +3z = 3,2x +12y + = 19 ,4x +15y +3z = 0 by BTL -2 Understanding
LU decomposition method.
Solve by using Gauss-Seidal method 28x + 4y —z =32, x + 3y + 10z = BTL -5 Evaluating

5.

24, 2x+ 17y +z =35 .

UNIT V -NUMERICAL SOLUTION OF EIGEN VALUE PROBLEMS AND GENERALISED
INVERSES

Eigen value Problems: Power method — Jacobi ‘s rotation method — Conjugate gradient method —
QR decomposition - Singular value decomposition method- Singular value decomposition

Bloom’s
Q. Question Taxono Domain
No my
Level

1. | Define Eigen value BTL -2 Understanding
2. | Find the sum and product of all Eigen values of [(1) ﬂ BTL -5 Evaluating

1 2 -2
3 Find the sum and product of all Eigen values of 1 0 3 BTL -5 Evaluating

-2 -1 -3
4. [Define singular matrix with an example. BTL -2 Understanding
5. | Find the all Eigen values of [g ﬂ BTL -5 Evaluating

If the sum of two eigenvalues and trace of a 3x3 matrix A are equal find the .
6 BTL -2 Understanding
" \value of |A|

7| Define Jacobi rotation method BTL -2 Understanding
8. |Let A= G ;) = A, .Compute A, using QR algorithm. BTL -5 Evaluating
9. [Find eigen values of the matrix A = [_32 _SJ BTL -3 Applying
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10. |[Define the generalized Eigen vector, chain of rank m, for a square matrix. BTL -2 Understanding
11. [Find the eigen values of [105 ﬂ BTL -5 Evaluating
12. [Find the determinant value of A if A= ; i] BTL4 Analyzing
13 Give the nature of quadratic form without reducing into canonical form x;% — BTL -4 Analyzing
"2 X1 X2 + X% + X32
14. [Find the eigen values of [_91 ﬂ BTL-4 Analyzing
15, Write short note on Singular value decomposition of complex matrix A. BTL-1 Remembering
16, State Singular value decomposition theorem BTL-1 Remembering
17 [If A is a nonsingular matrix, then what is A™? BTL -2 Understanding
18. |Define conjucate gradient method BTL-1 Remembering
19. Write the numerical example of a conjucate gradient method BTL-1 Remembering
20 Find the generalized inverse of (1) 1 BTL-3 Applying
1 O
21 [Explain Power method to find the dominant Eigen value of a square matrix A | BTL -2 Understanding
2o [How will you find the smallest Eigen value of a matrix A. BTL-1 Remembering
Find the dominant Eigen value of A _ [2 3J by power method upto 1
54 :
23 BTL-4 Analyzing
"decimal place accuracy. Start with x © z(lJ
1
24. Define orthogonal Vectors. BTL-1 Remembering
25. |Find the dominant eigen value of A= é ﬂ by power method. BTL-3 Applying
Part-B
161
1 Find the dominant eigen value and vector of A=|1 2 0 |using Power | BTL-4 Analyzing
0 0 3
method.
2 -1 0
5 Find the largest Eigen value and Eigen vectorof A=| -1 2 —1|using | BTL-4 Analyzing
0 -1 2
power method.
1 1 —1]
3 | Find the QR factorization of A = 1 8 _g BTL-4 Analyzing
1 1 1]
4 | Evaluate the singular value decomposition of -_51 g] BTL-5 Evaluating
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3 2 4
Evaluate the dominant Eigen value and vectorof A=|_1 4 19 |using

5 1 3 -1 BTL-5 Evaluating
Power method.
6| . . 11 -1 BTL-4 Analyzing
Find the QR decomposition of A=|1 0 0 )
1 1 1
12 -51 4 .
2 | Consider the decompositionof A=| 6 167 —68 BTL-4 Analyzing
-4 24 —41
8 2 -1 Analyzin
Find the singular value decomposition of A=|-2 1 BTL-4 yzing
4 -2
. : : > 01 BTL-3 Applying
9 | Using Power method , Identify all the eigen valuesofA =(0 -2 0 )
1. 0 5
Get the singular value decomposition of ( 2 2) -
10 -1 1 BTL-3 Applying
Find the dominant Eigen value and corresponding eigen vector of A = _
ul [t 61 BTL-3 Applying
1 2 0 Jusing Power method.
0 0 3
12 | Find the conjucate gradient method of 5x+y=2 and x+2y = 2 BTL-3 Applying
Determine the largest eigenvalue and the corresponding eigenvectors of the Applying
13 1 3 -1 BTL-3
matrix| 3 2 4
-1 4 10
Find the dominant Eigen value of A — [2 3} by power method up to 1
5 4
14 BTL -3 Applying
decimal place accuracy. Start with x © :(1j
1
1 1 2
15 [Find the QR decompositionof A= (0 0 1 BTL -3 Applying
1 0 O
16 [Find the singular value decomposition of (1 1 g) BTL -3 Applying
Find the dominant Eigen value and the corresponding eigenvectors of the
17 BTL -3 Applying

1 6 1
matrix |1 2 0

0 0 3
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2 2 =2
18 [Find the singular value decompositionof A = 2 2 —2] BTL -3 Applying
-2 =2 6
Part-C
. : 251 2) .
1 | Evaluate the dominant Eigen value and vector of A= , .  fusing
0 -4 BTL-5 Evaluating
Power method.
2 -1 _
2 | Obtain A*of A=[—1 1 |the generalized inverse. BTL-3 Applying
4 =3
3 | Determine the largest eigenvalue and the corresponding eigenvectors of the _
1 3 -1 BTL-3 Applying
matrix | 3 2 4 | by using Power method.
-1 4 10
Find the singular value decomposition of (1 1 0). BTL-3 Applying
4 0 1 1
5 | Using Jacobi’s method ,Find all the eigen values and eigenvectors for the _
BTL-3 Applying

5 0 1
givenmatrix A={0 -2 0

1 0 5
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